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ABSTRACT.

One of the major problems-facing:researchers using a mailed

.questionnaire to collect data is the length of time they should wait

for recipients to return completed questionnaires. Since this decision

can affect the degree to which the data reflect the true values of the

parameter4 of interest, it is important that care Ile taken :n allowing

enough time for data to be collected and yet not unnecessarily extending

this waiting period. A model is described in this paper which proposes

to fit two linear time trend lines to a set of mailed questionnaire data.

If the slope of the second trend line is not significantly different from

0, the point of intersection provides an estimate of the point during

the time period at which the estimate of the parameter has stabilized.

At this stabilization point, in other words, the researcher can feel

relatively confident that his estimates do not differ significantly

from those which he would make were he to wait for additional returns

to be received. Explanation of the model and examples are provided to

show applications for both means and proportions.
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DETERMINING A SUFFICIENT SAMPLE SIZE

FOR ANALYSIS OF MAIL QUESTIONNAIRE DATA

Allan S. Cohen Thomas F. Hettmansperger

Paul D. Mowery

Introduction

The mailed questionnaire is frequently used as a means of data

collection because of its economic attractiveness and facility over

other types of surveys such as telephone or personal interviews. That

is, mailed questionnaires require relatively little expense and/or

effort to collect information from each individual in a sample and can

consequently be used to collect information from very large numbers of

people. This type of survey technique, therefore, has a high degree of

appeal to researchers who seek to obtain a set of data on some (perhaps

large) population but who are constrained from using more comprehensive

information gathering procedures.

Questionnaires of this type, consequently, can be used to reach

large numbers of people and do net suffer from the effects of subject

inavallability due to other commitments In their daily lives. For

example, persons who work irregular hours or who do not have telephones,

can. however, generally be contacted by mail.

If fs typical in most mall questionnaire surveys for comploted data

to he received over an uncontrolled period of time. Whereas the preference

of the researcher may be to collect as much data as possible before

analyzing them, the time allowed for data reflection is usually limited.

It is obvious that the amount of data collected can be an important factor
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determining the stability of the parameter estimates made on this data.

It is, however, fully as important that these estimates reflect the true

parameters. The choice of a stopping point, therefore, in the data

collection time period is a crucial one that can affect the utility or

effeetivenesS of a get of data. The purpose of this paper, therefore,

is to present the description and several applications of a model which

can be used to identify a stopping point with respect to time for the

collection of returned questionnaires. This model attempts to predict

how quickly various parameter estimates can he made for future surveys

based on the results of a previous survey.

A mail questionnaire (described In a later section of this paper) was

designed as part of a sampling plan to estimate several parameters of the

population of child care centers in Pennsylvania. No estimates were made

from the data until the end of the tenth week following the mailing of

the questionnaire. However, because knowledge regarding some of the

parameters decreases in value with time, It would have been desirable to

make estimates of these parameters based on less than nine weeks of returns

(returns were grouped on a weekly basis where subsample I was formed at the

end of the second week following the mailing). Furthermore, it was observed

by plotting the cumulative estimates based on one, two,..., nine weeks of

returns versus the week number in which the cumulative estimate was made,

that after an initial period of instability, the cumulative estimates for

some parameters remained very close to the cumulative estimate made at the

end of the ninth week in the sampling time period.

The model discussed in this paper attempts to statistically determine

the week in which this stabilization of the cumulative estimate for a given

parameter occurs. With this information, based on the assumption that future



populations of respondents will:return their questionnaires in the same

time sequence as did the respondents in the current survey, similar

surveys in the future which utilize the same sampling scheme can the,.

report the estimate for this parameter at the end of the stabilization

week.

The postulated model functionally relates the cumulative point

estimate, the dependent variable, to the number of the week in which. this

point estimate was made, the independent variable. In particular, the

cumulative point estimates are assumed to be linearly related to week

number by two different straight lines. This relationship can he stated

as:

el + s2i, i = K-1 (first line)
EFij =

+
2
K + 33(i-K) + 04; i K....p (second line)

where Vi is the cumulative point estimate (e.g., sample mean) at the end of

the i
th

week, K is the week number at which the second line enters the

model, and p is the last week for which que.,cionnaires were collected

(p equals 9 for this study). Note that in the equation of the second line

the quantity 0z + 32K: + o4) is a constant and that P.4 is the vertical

distance between the first and second lines at week K. 04 is positive if

the second line lies above the first at week K, zero if the two lines

intersect at week K, and negative if the second line lies below the first

at week K. Thus, the use of K in the model allows the investigator to fit

the model without knowing at what week the two lines intersect.

By defining Vi as the cumulative point estimate made at the end of

week i, it is possible to define the expected value of Tr as the expected

value of the parameter computed from the population of all centers who

would respond by the end of the 1
th

week. This model tests for a difference



between the expected values of the two populations of respondents

defined to be those who would respond by the end of the i
th

week and

those who would respond by the end of the pt (or last) week (note that

the fotmer population is a subset of the tatter). Whether or not any

Y
i
is a good estimate of the expected value for the population defined

as the entire collection of child care centers depends upon the

differences between these populations and the population of non-reSpOndents,

which is not considered by this model.
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The Model.

The model used herein is basically that described in Draper and :4:-.1.th

(1966, p. 140) to fit two distinct linear time trends to a set of data. If

the slope of the second line is not significantly different from 0, the

intersection of the two lines provides an estimate of the point at

which the mean value of the dependent variable has stabilized. (With

appropriate modifications, the model used here can also be utilized to

estimate proportions.)

Assume that the data is received in p equally spaced tire

frames (e.g. weeks).

Let fil, Y12, ..., Yin be a random sample from a distribution

with unknown mean and unknown variance,ol,representing the ni data

th
values received in the i time frame.

Let Ni = - n4 represent the cumulative sample size at the end
j=1 J

th
of the i time period.

Then:

nj ni

= Yjk
N
i -1

1"

i-1
4.

1!..1

Ni N.

I s Iu gample moan based an all the data received through the fir.4t

i time periods.

An estimate of the population variance

p ni-
Z. (Y

ij p
)

S
2 i=1 171

=
N -1

The variance of i is

02

02 at the end of p time frames is



The covariance of T and Y < j) is
1 .1

1 nk

Cov(? ) = Coy V N V + Y
k=i+1 m=1

km

NJ

0
2

Thus, the variance-covariance matrix of the V
i'

i = 1, ..., p; is

1 I 1 I
. .

N
1

N
2

N
3 P

N

2 1 1
V =

N
2

N2

1

p

The linear model used to fit the p cumulative means is

yi = 81 + 62 X
11
+ 8X

2i
+ $4 X

3i
+e

i'
i= 1, ..., p

where e ..., e
p

MII,N(0,V).

Let K be a guess as to where the two lines intersect. Then

XIi

X2i=

X
31

=

(

0; 1 = 1, ..., K-1

lz)

p

1; = K, p



Defining the model in this manner produces the following

regression parameters

= intercept of line I

= slope of line 1

slope of line 2

=.vertical distance from line 1 to line 2 at the time point K

First Line

K

^
Distance 0

4 Second Line

= WEEK NUMBER

FiGURE 1. Illustration Of The Plot Of The Trend Lines.



Let

and

r-

X =

e

=

''4 r

[
X,

2
X22

XII

t e2

.

.

X
1p

X
2p

X
3p

then the model can be written as

Y = + e

Estimates of the regression coefficients are provided by

= (X -V-1X)-1 X'V-1Y



The variance-eovarianee matrix et the estimated regrt,ssion

parameters is

V() = (X"V-IX)-1

where ,
2
will have to be estimated by s2. A test of i #0:

based on

= 0 is

'which in this case has a t distribut on with N -1 df.

It r is not significantly different from , the intersect ion

of the two lines will represent a stabilization point.. This point,

say Z, is the point where

^ A

.27' 1 e'2k °3 (Z-K)

Solution of this equation for Z yields

z = is +
4

As noted previously, the same technique can he applied to estimate a

stopping point using proportions.

The dependent variable used is

Pi

nk

Y
kj

where Y
kj

binomial (1,p) .

k-1 j=1

Ni

The variance of any Y
ki

is estimated as
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In January, 1973, 1,120 child care centers had been identified in

Pennsylvania. All programs were mailed a questionnaire packet containing

a letter describing the questionnaire and its purpose, a four page

questionnaire, and a stamped envelope for return of the completed

questionnaire. Four weeks after this first mailing, a second packet

was sent to programs from whom no response had yet been received. This

second packet contained a polite reminder letter requesting that the

questionnaire be completed and returned promptly, a copy of the questionnaire,

and a stamped envelope for return of the completed questionnaire. Four

weeks after this second mailing an attempt was made to telephone each of

the remaining non-respondent centers. When a center was reached by telephone,

if possible the information on the questionnaire was taken over the phone.

otherwise, a requcat was made to return the completed questionnaire as soon

as possible. (By this time, none of the contacted non-respondent centers

reported that they had not received a copy of the questionnaire.)

The resulting sample of completed questionnaires was obtained by

hecepting only those which had been received by the end of the tenth week

after the first mailing. Subsamples of returned questionnaires were formed

on a weekly basis beginning with the week after the first mailing. In all,

nine subsamples were formed consisting of a total of 545 returned question-

naires. As can be seen from the data presented in Table 1, this was

approximately 48.7% of the total number of quet;tfonnaires originally mailed.



Table 1 - Weekly Returns of Mailed questionnaires

Weekly
Subsamples

Frequency

..4 0- 14 Mb -

Frequency of Cumulative
Respondents Frequency of
(Percent) Total Identified

Programs
(Percent)

=1M1.111.,

39 7.2 3.5

131 31.2 15.2

56 41.5 20.2

49 50.5 24.6

5 39 57.6 28.0

6 20 61.3 29.8.

7 79 75.8 36.9

35 82.2 40.0

9 97 100.0 48.7

Total 545

it

-wfln.!/. ...1=10.pmapwm...1=100

questionnaire Description

The questionnaire consisted of two pages printed on front and back. In-

formation requested on each page was considered to be basic and easily obtainable

by the director of the center. The categories of information contained in the

questionnaire (aside from address information) are listed in Table 2.

(Note: Categories in Table 2 which are not designated with either * or ** were

not included in the analysis reported in this study.)
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Table 2 Categories Of Information

Requested On Mailed Questionnaire

Category Description

1** is program a Head Start center?

2** Is program a nursery school?

3** open during summer?

4** How is program licensed?

5** Axe exceptional children provided with
Care?

6** Is program profit or non-profit?

7* Maximum number of children allowed pres-
ent at one time.

8* Number of weeks program operates during
year.

9* Total number of child-care-staff hours
in a week

10* Total enrollment.

11 Number of children attending part-time,
half-time, and full-time.

12* Number of hours per week considered part-
time, half-time, and full-time.

13** Number of children enrolled who are in
one of six ethnic categories.

14** Number of children enrolled who are in
one of seven age categories.

15** Daily hours of operation

16* Average daily attendance.

17 Number of meals served each month.

18 Number of children provided with trans-
portation to and from program.

19* Number of children enrolled who have
working mothers.

20 Type of fee charged per week for full-
time child care.

*Mean computed on this information
**Proportion computed on this information
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Resulta

The model described earlier was used to analyze the information in

the categories presented in Table 2. A value of K 5 (where K is the

"guess" at the intersection of the two lines) was used for the analyses

reported in this paper. In this section, three examples are presented

in order to illustrate the manner in which the results of the analysis

can be Interpreted. (Results for all information categories are presented

in the appendices.) The first example is an estimation of the intersection

point on the time period axis for a mean, the average maximum allowed

enrollment (information category 7). The second example is an estimation

of the intersection point for a proportion, the proportion of centers

either licensed or approved (information category 4). The final example

is an unsuccessful estimation of an intersection point, the proportion

of centers reporting Black children in attendance.

Example 1: The Average Maximum Allowed Enrollment

In order to provide estimates of the allowable maximum enrollment,

each center director was asked to indicate the maximum capacity of his or

her center program. Of the 545 completed questionnaires, 542 respondel

with complete data to this information category. The subsample (input)

data for this example are given in Table 3.
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Table 3 - Example I Input Data

.11,

Subsample Frequency Mean*

1 39 49.92

2 131 38.61

3 56 39.53

4 49 37.58

5 37 38.22

6 20 37.79

7 78 35.13

8 35 34.23

9 9: 36.53

Total 542

Standard Deviation 28.58

* Figures in this column are cumulative
estimates. Therefore, the total mean
for all 542 returns is that given for
subsample 9.

The data presented in Table 3 were used to obtain a solution for this

example. The resulting regression coefficient estimates are presented in

Table 4.

Table 4 - Regression Coefficient Estimates For Example 1

...011111.1=1.11.
Coefficient Estimate Standard

Deviation
t-ratio

for Ho: 01,6.0

8i 42.3048 3.044? 13.8939*

62 - 1.2042 0.6383 - 1.8867

e3 - 0.3995 0.2363 - 1.6903**

44 1.8442 0.8716 2.1140*

*p<.05, df = 541
**p.05, retain Ho: e, 0



41.0

40.0

39.0

38.0

37.0

36.0

Table 5 - Mean Estimates Predicted For Example I

Subsample Predicted
Means

Residual (From
Input Data)

.1 41.1006 8.8194

2 39.8963 .71,2863

3 38.6291 .8379

4 37.4879 .0921

5 38.1279 .0921

6 37.7284 .0616

7 37.3289- - 2.1989

8 36.9295 -2.6993

9 36.5300 0.0

0,--First Line

Second Line

I

I

r. = 2.7083

= 1.8442

FIGURE 2. Plot Of The Trend Lines For Example 1.
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Using the information presented in Table 4, the estimate of the

intersection point (or the stopping point) can be obtained by:

04

m K

-
1111111111.411.

1.8442
= 5 +

-1.2042 - (-0.3995)

= 2.7083

That is, it would have been possible to collect data only up to the end

of the third weekly subsample of returns, (note: between 2.1 and 3.' is

interpreted as being during the third weeks of the sampling time peric:::..

The estimate of the average maximum allowable enrollment would have been

essentially the same as that obtained from the cumulative estimate at the

end of the ninth week in the nampling time period.
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Figure 2 is a plot of the two trend lines predicted by the model.

The sampling time priod (i.e., week number) is represented along the

horizontal axis; the predicted values of the average maximum capacity are

plotted against the horizontal axis. V4 Is a step change (positive in

this case) and indicates the distance the second trend line lies above

,he first line at the value of K.

Conclusion

Results of the analysis suggest that the cumulative estimate of ,ae

mean was essentially the same at (approximately) the end of week three as

it was at the end of week nine in the sampling time period. For purposes

of estimation of this mean, therefore, it would have been possible to gtop

collecting further data after this time and to base decisions made regarding

the mean maximum capacity upon data accumulated to the end of week three.

Hiple 2: The Proportion of Centers Either Licensed or Approved

Since licensing categories are oftentimes very confusing, especially

in the case of Pennsylvania day care, it was necessary to collect information

from each center director regarding the licensing status of the center. The

director of each center was asked to fill in the appropriate licensing status

and the appropriate licensing agency(ies). For purposes of this analysis,

this information was dichotomized into two subcategories: (1) licensed or

approved, and (2) not licensed and/or not approved. 490 centers responded

to this information category with complete information. The subsample (or

input) data for this example are given In Table 6.



Table 6 - Example 2 Input Data

Subsample Frequency Proportion*

Milml..11... 01111111....01111111M411.0.1111...011III00.

1 35

..1.11,11.1111111.11.=

.94286

2 116 .92715

3 50 .93035

4 44 .93061

5 31 .93479

6 16 .93151

7 76 .93479

8 31 .93985

9 91 .95102

Total 490

Standard Deviation .2158

*Figures in this column are cumulative estimates.
Therefore, the total proportion for all 490
returns is that given for subsample 9.

Tho resulting regression coefficient estimates, using the data presented

in Table 6, are presented in Table 7.

Table 7 - Regression Coefficient Estimates For Example 2

411111111m.,

Coefficient Estimate Standard
Deviation

t- -ratio

for Ho: 01 = 0

B1 .9325 .02435 38.2987*

B2 .00086 .00513 .1671

63 .00271 .00187 1.4477**

F. .00332 .0069n .4815

* p < .05, df = 489
** p > .05, retain Ho: 63=0

18
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It is evident that the slope of the second line, V,3, is not significantly

different from 0. ThiS is interpreted to mean that the intersection of the two

trend lines will occur at a point, 2, at which the estimate of the proportion, p3,

will be essentially the same as the cumulative estimate obtained at the end

of the ninth week of the sampling time period.

The predicted subsample proportions, p obtained from the analysis are

presented in Table 8.

Table 8 - Proportion Estimates Predicted For Example 2

Subsample Predicted
Proportion

Residual (From
Input Data

1 .93345 .00941

2. .93430 .00715

3 .93516 .00481

4 .93602 .00541

5 .94020 .00541

6 .94290 .01139

7 .94561 .01082

8 .94831 .00846

9 .95102 0.0

Using the information presented in Table 7, the estimate of the point of

intersection can be obtained by:

bI

= 5 .003323+

.000857 - .002706

= 3.19403



it would have beef possihie, therefore, to collect data only up 1) about,

the end of the third weekly ..-:(01,:trinp le-of return:;. The imat, of t

proportion of lieonsed or approved programs would have been essentially

the same (i.e., not significantly different) as that estimate obtained

3t the end of the ninth week in the sampling time period.

.950

.945

.940 First Line

.94')

.940

.925

Second Line

1 2

.004323

...1.14.101.1 11
3 4 5 6 7 h 9

Z = 3.19401

Figure 3. Piot (It The Trend Lines,-; For Example 2.

Figure 4 the plot of the two fitted (trend) lines. It is clear

from this picture tL t little real differences existed between any of the

tine predicted subsample points. This was also noted in the analysis (pre-

sented prior to the plot).
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Conclusion

Results. of .the analysis suggest that the cumulative estimate of the

proportion was essentially the same at about the end of the third week as

it was at the end of the ninth week. in fact, if the variability (or, more

specifically, the proportioned estimate of the variability used by the

model) had been smaller sooner in the sampling time period, the intersection

could very likely have occurred as early as the end of the first week. The

real difference, in other words, between P1 and Pq was small. However, for

purposes of obtaining a stable estimate of the proportion of licensed or

Approved programs, it appears better to wait for at least the first three

or possibly four subsamptes of data to accumulate.

Example 3: The Proportion of Black Children of Children Attending Centers

Category 13 information (see Table 2) was felt to be important for

several reasons. An intervention program such as Title 1V-A Day Care must

be made available to and used by the people for whom it was intended. in

addition, these people must want to use this service or else the service is

not benefiting the subpopulations who most need it. Finally, the program

must be responsive to those for whom it is intended. While these reasons

do not exhaust the rationale underlying Title TV--A Day Care, they do

suggest that in order for the program to he functioning as it was intended

It must Include specific groups of people as part of Its clientele.

In orth'r to provide a partial description of the existing clientele of the

day care programs, the centers were asked to supply (on the mailed question-

!mire) the wimber of children In each of six ethnic categories who were attend-

ing their programs. As a preliminary estimate of the ethnic characteristics

of day care recipients, therefore, the proportions of day care children in each
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of these categories were estimated. Since not all categories were represented

in a majority of programs, the proportion described above was felt to be a better

index than a mean per program in each category. The subsample data for ttls

example are given in Table 9.

Table 9 - Example 3 Input Data

Subsample Frequency Proportion

1 1691 .06742

2 4162 .15360

3 2133 .21350

4 1276 .24595

5 1312 .25601

6 628 .26103

7 1926 .29426

8 786 .29180

9 4242 .40841

Total 18,156

Standard Deviation .49155

*Figures in this column are total number of
children attending programs in each subsample

**Figures in this column are cumulative estimates.
Therefore, the total proportion for all 18,156
children attending programs in the respondent pro-
grams is that given for subsample 9.

The resulting regression coefficient estimates, using the data presented

In Table 9, are given in Table 10.
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Table 10 - Regression Coefficient Estimates For Example

Coefficient Sstimate Standard
Deviation

t-ratio

for Ho: GI. s. 0

01 .16229 .00840 19.3305*

02 .04132 .00171 24.1084*

63 .01770 .00066 26.8684*

4 -.03126 .00248 12.5823*

* p .05, df 18155 (Reject 14:03 w 0.1

It is immediately apparent that the null hypothesis, 114):3 1= 0, is rejected.

This suggests that the intersection point may not be either (1) within the sampling

time period or (2) useful for estimating the proportion of Black children of

children attending centers. The input data for subsample 9 indicated that the

final week of the sampling period was not typical of the other eight weeks. To

some degree, therefore, it is not surprising that the analysis suggests the

subsamples may not be uniform on this attribute.

It is also evident from the regression coefficient estimates that the esti-
A

mate of the slope of the first trendline, 62 , is greater than that for the sec-
A

and trend line, 03 This is reflected in the sign of Bk, which is negative and

indicates the second line lies below the first at K = 5. It is further apparent

from the predicted subsample proportions obtained for this example (see Table

11) that the model may not provide useful estimates.
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Table 11 - Proportion Estimates Predicted For Lxample 3

Subsample Predicted
Proportion

Residual (From
input Data)

1 .20361 - .13619

2. .24493 - .09133

3 .28624 - .07274

4 .32756 - .08161

5 .33762 - .08161

.35531 - .09429

7 .37301 - .07875

8 .39071 - .09897

9 .40841 0.0

A
.1011111

The size of the residuals 0 P ) suggests that the model is predicting

larger proportions at each subsample point than occurred in the data. Although

this is desirable from a predictive viewpoint, it does suggest that the data may

not conform closely enough to the model to be usefully analyzed in this manner.

Using the information given in Table 10, the estimate of Z can be obtained

by:

= K +
2 33

-.03126

.04132 - .01770

m 3.67655

According to this estimate of the intersection of the two fitted (trend) lines,

the sampling could have ceased at about the end of the fourth week. However,
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Nin cannot he said to 1#4 ;ten), it is queution..!ble wtstiner tiu true

proport ions ni und or tilt, I tiur L h ninth week (A Ow sampi pir kid

are the same.

.50

.40

.30

2..0

.10

First Line
-.03126

I

#

\....Second Line

3 4 5 it 7 8 9

7: 3.6765

Figure 4. Plot Of The Trend Lines For Example 3.

Figure 4 is the plot of the two fitted lines. It is evident that, although

the second line does pass through (or predict) the same value of P9= P90 .40841,
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the second line is not .hi rizontaI (i.e.. rA # 0). Therefore, the estimativi

pOint of interSCCtion dues not eeprcscht a stopping point. Wlich 14 the saile

as Pe

Conclusion

Results of this analysis have been presented to show an "unsuccePsful"

application. in fact however, the model was successful with respect to

indicating that there were differences among the subsample cumulative

proportions. Accepting Z = 3.67655(or approximately the end of the fourth

weekly subsample) as a suitable stopping point will depend upon the concern

of the investigator regarding the importance of the difference of

(P4 = .40841) - (Ps = .24595) = .16246.
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Summary

One of the problems facing rekearchers who use a mailed questionnaire

to collect data is the relative lack of Investigator control over recipients

returning their completed questionnaires. The point at which the investigator

decides to cease waiting for further returns, hawever, can have important

consequences in terms of the utility of his data. The model described in

this paper was applied to this situation in order to estimate a stopping

point in the ealiing perina at which the final parameter estimate and the

estimate at the stopping point were not significantly different.

Examples discussed within the report Indicated that useful information

was provided regarding the variables analyzed. In the case of the two

"successful" applications, a stopping point was found at which the parameter

estimates were not significantly different than the final estimates. In

the case of the "unsuccessful" application.it was noted that data collected

vu this verishlg. did not provide a stabilized parameter estimate even though

a stopping point prior to the end of the sampling time period was obtained.

Such a failure as this suggests that the trend was not linear and that

estimation of this parameter should be deferred until at least the ninth

week following the mailing of the questionnaires.

Information o! this type is useful to the user of mailed questionnaires

because IL provides him with an estimate of the length of time he must wait

to obtain stable estimates on certain parameters. Such information should

also prove to be useful in the planning, analysis, and reporting of data

collected in this manner.
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APPENDIX A

Category 1: Proportion Of
Centers That Are Head Start Programs
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Table Al.. Input Data For Category 1

Subsample Frequency Cummulative
Proportion

38 .18421

2 131 .18343

3 55 .17411

4 49 .22344

5 38 .22187

6 19 .22121

7 79 .24695

8 35 .24775

9 97 .22366

Total 541

Standard Deviation .41669

Table A.2 Regression Coefficients For Category 1

Coefficient Estimate Standard
Deviation

t -ratio

01 .11826 .04457 2.65375*

.02776 .00935 2.96858*

Q3 -.00102 .00343 - .29700**

3t. -.02934 .01285 -2.28293

* p < .05, df m 540
** p 7. .05, retain Ho: $3 0
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Table A.3 Predicted Proportions For Category 1

Subsample Predicted
Proportion

Residual (From
Input Data)

1 .14603 .03818

2 .17388 .00964

3 .20155 -.02744

4 .22931 -.00587

5 .22773 -.00587

6 .22672 -.00550

7 .22570 .02125

8 .22468 .02307

9 .22366 0.0

Intersection point is at week 3.98055



33

APPENDIX B

Category 2: Proportion Of Programs
That Are Nursery Schools
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Table B.1 Input Data For Category 2

Subsample Frequency Cummulative
Proportion

1 38 .18421

2 131 .24852

3 55 .23214

4 49 .20147

5 39 .19872

6 18 .20303

7 72 .18408

8 35 .17163

9 96 .14822

Total 533

Standard Deviation .35531

Table B.2 Regression Coefficients For Category 2

Coefficient Estimate Standard
Deviation

t -ratio

01 .27900 .03803 7.33526*

82
-.02338 .00797 -2.93137*

02 -.00863 .00290 -2.97635*

134 .02063 .01102 1.87228

* p < .05, df 532 [reject Ho: B3 m 0]



Table B.3 Predicted Proportions For Category 2

Subsample Predicted
Proportions

Residual (From
Input Data)

1 .25562 -.07141

2 .23225 .01628

3 .20887 .02327

4 .18549 .01597

5 .18275 .01597

6 .17412 .07892

7 .16548 .01860

8 .15685 .01477

9 .14822 0.0

Intersection point is at week 3.60136



11)

APPENDIX C

Category 3: Proportion Of
Programa Open During Summer
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Table C.1 Input Data For Category 3

Subsample . Frequency Cummulative
Proportion

1 37 .81081

2 131 .68453

3 55 .72646

4 49 .70221

5. 39 .69775

6 20 .69487

7 78 .68460

8 35 .69820

9 96 .75000

Total 540

Standard Deviation .43302

Table C.2 Regression Coefficients For Category 3

Coefficient Estimate Standard
Deviation

t -ratio

Si .72368

.11,

.04653 15.5526*

(32 -.00379 .00976 - .03879

03 .01148 .00359 3.2005*

4 -.00067 .01348 - .0496

* p < .05, df - 539 Ireject Ro: e3 m 0)
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Table C.3 Predicted Proportions For Category 3

Subsample Predicted.

Proportions
Residual (From
Input Data)

1 .71990 .09092

2 .71611 -.03158

3 .71232 .01414

4 .70853 -.00632

5 .70408 -.00632

6 .71556 -.02069

7 .72704 -.04244

8 .73852 -.04032

9 .75000 0.0

Intersection point is at week 5.04382
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APPENDIX D

Category 4: Proportion Of Centers
Either Licensed Or Approved
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Table 13.1 Input Data Fv.t. Catc.rpry 4

Subsample

1101,0M.114.1.01.0.. mEll. 1011dIMM mg 4. 4.01.

Frequency

w Aft.* MO *MEM. ..r._.411. %Oda .1111.1010N/MINO, S.

Cumulative
Proportion

1 35 .94286

2 116 .92715

3 50 .93035

4 44 .93061

5 31 .93479

6 16 .93151

7 76 .93479

8 31 .93985

9 91 .95102

Total 490

Standard Deviation .2158

411111m.=1.1..1,1111.101.!IIIIMMINI11,111,1,

Table D.2 Regression Coefficients For Category 4

Coefficient Estimate Standard
Deviation

t-ratio

81 .93251 .02435 38.2987*

$2 .00086 .00513 .1671

8, .00271 .00187 1.4477**

$4 .00332 .00690 .4815

* p < .05, df 489
** p > .05, retain Ho: 13, m 0
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Table D.3 Predicted Proportions For Category 4

Subsample Predicted
Proportions

Residual (From
Input Data)

1 .93345 .00941

2 .93430 - .00715

3 .93516 - .00481

4 .93602 - .00541

5 .94020 - .00541

6 .94?40 - .00139

7 .94561 - .01082

8 .94831 - .00846

9 .95102 0.0

Intersection point is at week 3.19403
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APPENDIX E

Category 5: Proportion Of Programs
With Exceptional Children Attending



Table F.1 .input Data For Category 5

MIM.M.M 00... AMY.OPNem

Subsample

OMMg.a

Prequen:y Cumulative
Proportiov

.rarm 4,..Y0 1..M.1.

1 78 .21053

2 13() .14861

3 56 .19197

4 49 .19414

5 38 .19293

6 20 .20242

7 79 .18049

8 35 .18202

9 96 .15527

Total 541

Standard Deviation .36215

-,./ffle. .mmo, 1- 411.

Table E.2 Regression Coefficients For Category 5

.11111111.11114.4../111 111 F111.1111.....

Coefficient Estimate Standard
Deviation

t-ratio

SI .11136 .03887 2.86501*

32 .01457 .00816 1.78486

3 -.00329 .00300 -1.09555**

-.01578 .03119 -1.40965

* p f .05, df 540

** p .05, retain Ho: e3 0

4.111.1110011111. ._-
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Table F.1 Predicted Proportions For Category 5

Subsample Predicted
Proportions

Residual (From.
Input Data)

011.
1 .12592 .08461

2 .14049 .00832

3 .15506 .03691

4 .16962 .02452

5 .16841 .02452

6 .16512 .03729

7 .16184 .01865

°8 .15855 .02347

9 .?5527 0.0

1111111,=1111,1. 0110M.M111.1, IIMI1.0.11

Intersection point is at week 4.11608
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APPENDIX F

Category 6: Proportion Of Centers
That Are Run For Profit
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Table F. 1 Input Data For Category 6

Subsample Frequency Cumulative
'Proportion

38 .18421

2 130 .08929

3 56 .08036

4 49 .07326

5 39 .06410

6 20 .06024

7 79 .05839

8 34 .05618

9 96 .04806

Total 541

'Standard Deviation .21389

Table F.2 Regression Coefficients For Category 6

Coefficient Estimate Standard
Deviation

t -ratio

02

03

04

.11186

-.00991

-.00375

.0007fi

.02295

.00482

.00176

.00665

4.87407*

-2.05647*

-2.13209*

.11367

.M111.11.1.MPRWMINMIN.M1..=1

* p < .05, df Is 540 freject Ho: 83 0)
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Table F.3 Predicted Proportions For category 6

Subsample Predicted
Proportion

Residual (From
Input Data)

1 .10195 .08226

2 .09204 - .00275

3 .08213 - .00177

4 .07221 .00105

5 .06306 .00105

6 .05931 .00093

7 .05556 .00284

8 .05181 .00437

9 .04806 0.0

Intersection point is at week 4.87741
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APPENDIX G

Category 7: Average
Maximum Capacity
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Table G.1 Input Data For Category 7

Subsample Frequency Cummulative
Mean

39 49.92

2 131 38.61

3 56 39.33

4 49 37.58

5 37 38.22

6 20 37.19

7 78 35.13

8 35 34.23

9 97 36.53

Total 542

Standard Deviation 28.58

Table G.2 Regression Coefficients For Category 7

4.11.=1Mm..M.M.M11,M
Coefficient Estimate Standard

Deviation
t -ratio

01 42.3048 3.0448 13.8939*

82 1.2042 .6383 - 1.8867

$3 - .3995 .2363 - 1.6903**

$4 1.8442 .8716 2.1160*

* p < .05, df 4. 541
** p > .05, retain Ho: 03 = 0
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Table C.3 Predicted Means For Category 7

Subsample Predicted
Mean

Residual (From
Input Data)

1 41.1006 8.8194

2 39.8963 -1.2863

3 38.6291 .8379

4 37.4879 .0921

5 38.1279 .0921

6 37.7284 .0616

7 37.3289 -2.1989

8 36.9295 -2.6995

9 36.5300 0.0

Intersection point is at week 2.7083
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APPENDIX!!

Category 8: Average Number Of Weeks
Program Is Open During Year
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Table H.1 Input Data For Category 8

Subsample Frequency Cummulative
Mean

1 39 46.26

2 131 45.26

3 56 45.91

4 48 45.59

5 v 38 45.72

6 19 45.76

7 78 45.78

8 34 46.08

9 97 46.99

Total 540

Standard Deviation 7.85001

Table H.2 Regression Coefficients For Category 8

Coefficient Estimate Standard
Deviation

t- -ratio

45.81530 .83298 55.00160*

02 - .00863 .17437 .04949

83 .26980 .06417 4.20455*

04 .13863 .24041 .57664

* p < .05, df m 539 [reject Ho: Oo go 0]
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Table H.3 Predicted Means For Category 8

Subsample Predicted
Mean

Residual (From,
Input Data)

1
45.8067 .45329

2 45.7981 - .53808

3 45.7895 .12055

4 45.7808 - .19082

5 45.9108 - .19082

6 46.1806 - .42062

7 46.4504 - .67041

8 46.7202 - .66021

9 46.9900 0.0

Intersection point is at week 4.50210
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APPENDIX I

Category 9: Average Child Care
Staff Hours Per Week



Table 1.1 Input Data For Category 9

Subsample Frequency Cummulative
Mean

39 181.28

2 130 164.69

3 55 186.03

4 48 181.40

5 39 192.01

6 20 190.88

7 79 196.66

8 34 192.36

9 91 206.63

Total 535

Standard Deviation 306.9799

Tahle 1.2 Regression Coefficients For Category 9

55

Coefficient Estimate Standard
Deviation

t -ratio

81 175.19900 32.74190 5.35091*

0/ 3.96848 6.85004 .57934

02 1.23672 2.52086 .49059**

04 6.64152 9.50629 .69864

* p < .05, df = 534
** p > .05, retain Ho: $o = 0

1....1111111y.....
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Table 1.3 Predicted Means For Category 1

Subsample.

11111.11.1.1w'
Predicted

Mean
Residual (From
Input Data)

1 179.168 2.11232

2 183.136 -18.44620

3 187.105 - 1.07465

4 191.073 - 9.67313

5 201.683 - 9.67313

6 202.920 -12.03990

7 204.157 - 7.49657

8 205.393 -13.03330

9 206.630 0.0

Intersection point is at week 7.43122
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APPENDIX .1

Category 10: Average
Total Enrollment
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Table J.1 Input Data For Category 10

Subsample Frequency Cummulative
Mean

1 39 43.74

2 128 36.11

3 56 36.62

4 49 34.72

5 39 35.08

6 20 14.87

7 79 32.85

8 33 32.21

9 97 34.32

Total 540

Standard Deviation 26.0000

Table J.2 Regression Coefficients For Category 10

=0-.11
Coefficient Estimate Standard

Deviation
t- -ratio

01 39.64950 2.79795 14.17090*

$2 - 1.22892 .58821 2.08924*

.19345 .21347 - .90622**

84 1.58892 .81096 1.95931

* p < .05, df at 539
** p > .05, retain 110 0, 01 0
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Table J.3 Predicted Means For Category 10

Subsample Predicted
Mean

Residual (From
Input Data)

1 38.4206 5.31944

2 37.1916 -1.08164

3 35.9627 .65729

4 34.7338 - .01379

5 35.0938 - .01379

6 34.9003 - .03034

7 34.7069 -1.85690

8 34.5134 2.30345

9 34.3200 0.0

Intersection point is at week 3.46551
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APPENDIX K

Categories Ii And 12 (Combined):
Average Total Child Hours Per Week
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Table K.1 Input Data For Categories
11 And 12 (combined)

Subsample Frequency Cumulative
Mean

37 1246.95

2 130 1009.92

3 55 1026.40

4 49 995.44

5 39 1004.79

6 20 995.88

7 79 944.73

8 33 926.59

9 .95 1050.47

Total 537

Standard Deviation 966.0502

Table K.2 Regression Coefficients For Categories
11 And 12 (Combined)

Coefficient Estimate Standard
Deviation

t -ratio

01 1098.58000 104.1150 10.55170*

02 - 19.58040 21.8801 - .89490

03 5.21437 7.9409 .65665**

04 28.93040 30.1991 .95800

* p < .05, df 536
** p > .05, retain He: 63 - 0
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Table K.3 Predicted Means For Categories 11 And 12

(Combined)

Subsample Predicted
Mean

Residual (From
Input Data)

1079.00 167.9460

2 1059.42 - 49.5034

3 1039.84 - 13.4429

4 1020.26 - 24.8225

5 1029.61 - 24.8225

6 1034.83 - 38.9469

7 1040.04 - 95.3113

8 1045.26 -118.6660

9 1050.47 0.0

Intersection point is at week 3.83321
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APPENDIX I.

Category 13: Proportion Of Black Children
Of Children Attending Centers
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Table L.1 Input Data For Category 13

Subsample Frequency Cummulative
Proportion

1

2

3

4

5

6

7

8

9

1691

4162

2133.

1276

1312

628

1926

786

4242

.06742

.15360

.21350

.24595

.25601

.26103

.29426

.29180

.40841

Total 18,156

Standard Deviation .49155

Table L.2 Regression Coefficients For Category 13

Coefficient Estimate Standard
Deviation

t -ratio

111MMIIM.1.11.

01 .16229 .00840 19.3306*

01 .04132 .00171 24.1084*

53 .01770 .00066 26.8684*

04 -.03126 .00248 12.5823*

* p < .05, df 18,155 [reject Ho: tio = 01
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Table L.3 Predicted Proportions For Category 13

Subsample Predicted
Proportion

Residual (From
Input Data)

=p011.1m.11111.

1 .20361 - .13619

2 .24493 = .09133

3 .28624 - .07274

4 .32756 08161

5 .33762 - .08161

6 .35531 - .09429

7 .37301 - .07875

8 .39071 - .09892

9 .40841 0.0

Intersection point is at week 3.67655
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APPENDIX M

Category 13: Proportion Of Spanish American
Children Of Children Attending Centers
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Table Li Input Data For Category 13

Subsample

1

2

3

4

5

6

7

a

9

Total 18,156

Standard Deviation .14552

*mai*

Frequency Cumulative
Proportion

1691 .00887

4162 .01418

2133 .01678

1276. .01566.

1312 .01863

628 .01803

1926 .01722

786 .01703

4242 .02165

Table M.2 Regression Coefficients For Category 13

Coefficient Estimate Standard
Deviation

t -ratio

01 .01805 .00249 7.26053*

02 .00005 .00051 .10558

83 .00010 .00020 .52540**

.00292 .00074 3.97272*

* p < .05, df 18,155
** p > .05, retain Ho: 8, m 0



Table M.3 Predicted Proportions For Category 13

Subsample Predicted
Proportions

Residual (From
Input Data)

.01820

.01815

-.00923

-.00397

3 .01821 -.00143

4 .01826 -.00261

5 .02124 -.00261

6 .02134 -.00331

7 .02144 -.00423

8 .02154 .00451

9 .02165 0.0

Intersection point is at week -53.40000
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APPENDIX N

Category 13: Proportion Of White Children
Of Children Attending Centers



Table N.1 Input Data For Category 13

Subsample Frequency Cumulative
Proportion

1 1691 .91721

2 4162 .82641

3 2133 .76384

4 1876 .73267

5 1312 .71893

6 628 .71452

7 1926 .68259

8 786 .68535

9 4242 .56163

Total

Standard Deviation

18.156

.49613

Table N.2 Regression Coefficients For Category 13

Coefficient Estimate Standard
Deviation

t -ratio

.81220 .00847 95.84990*

$2 -.04126 .00173 -23.85080*

$3 -.01795 .00066 -26.99890*

.02752 .00251 10.97310*

* p < .05, df 18,155 [reject Ho: B3 = 01
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Table N.3 Predicted Proportions For Category 13.

Subsample Predicted
Proportion

Residual (From
Input Data)

1 .77094 .14627

2 .72968 .09673

3 .68843 .07541

4 .64717 .08550

5 .63343 .08550

6 .61548 .09903

.59753 .08506

8 .57958 .10577

9 .56163 0.0

Intersection point is at week 3.81933
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APPENDIX 0

Category 14: Proportion Of Children
Attending Centers Who Are Less Than Two Years Old



Table 0.1 Input Data For Category 14

Subsample Frequency Cumulative
Proportion

ARIIF*1.1MINTIMNIII101.0.1.1.111111M.1.11.1.1.11.411.1a

1 1673 .00060

2 4319 .00801

2131 .00665

1271 .01128

5 1446 .01347

6 630 .01290

7 1944 .01178

8 785 .01254

9 4240 .01020

Total 18,439

Standard Deviation .10048

Table 0.2 Regression Coefficients For Category 14

Coefficient Estimate Standard
Deviation

-.00329 .00169

$2 .00310 .00034

03 -.00028 .00013

B4 -.00092 .00051

t -ratio

-1.94401

9.01481*

-2.10856*

-1.79464

* p < .05, df = 18,438 [reject Ho: 83 =

73
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Table 0.3 Predicted Proportions For Category 14

Subsample Predicted.
Proportion

Residual (From
Input Data)

1 -.00019 .00079

2 .00292 .00509

3 .00602 .00063

4 .00912 .00216

5 .01131 .00216

6 .01103 .00187

7 .01075 .00103

8 .01047 .00206

9 .01020 0.0

Intersection point is at week 4.72839
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APPENDIX P

Category 14: Proportion Of Children
Attending Cepters Who Are Two Years Old
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Table P.1 Input Bats For Category 14

Subsample frequency Cumulative
Proportion-...=1..ftW111.11

1 1673 .06874

2 4319 .03722

3 2131 .03275

4 1271 .03332

5 1446 .03303

6 630 .03130

7 1944 .03019

8 785 .02923

9 4240 .02321'

Total 18,439

Standard Deviation .15059

Table P.2 Regression Coefficients For Category 14

Coefficient Estimate Standard
Deviation

t-ratio

01 .03724 .00254 14.68010*

82 -.00165 .00052 - 3.20547*

03 -.00178 .00020 - 9.00906*

.00136 .00077 1.77428

* p < .05, df 18,438 [reject Ho: 83 = 0]
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Table P.3 Predicted Proportions For Category 14

Subsample Predicted
Proportion

Residual (From
Input Data)

1 .03559 .03315

2 .03393 .00328

3 .03228 .00047

4 .03063 .00269

5 .03033 .00269

6 .02855 .00275

7 .02677 .0.0342

8 .02500 .00423

9 .02321 0.0

Intersection point is at week 15.77440
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APPENDIX Q

Category 14: Proportion Of Children Attending
Centers Who Are Three Years Old
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Table Q.1 Input Data For Category 14

Subsaaple Frequency Cumulative
Proportion

1 1673 .26778

2 4319 .23632

3 2131 .22676

4 1271 .22163

5 1446 .22140

6 630 .22424

7 1944 .23513

8 785 .23621

9 4240 .24378

Total 18,439

Standard Deviation .42937

Table Q.2 Regression Coefficients For Category 14

Coefficient Estimate Standard
Deviation

t -ratio

SI .25732 .00723 35.57650*

02 -.00703 .00147- - 4.78202*

03 .00370 .00056 6.57654*

04 .00681 .00219 3.11214*

* p < .05, df = 18,438 [reject Ho: So'= 0]
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Table Q.3 Predicted Proportions For Category 14

Subsample Predicted
Proportion

Residual (From
Input Data)

1 .25029 .01749

2 .24326 - .00694

3 .23622 - .00946

4 .22919 - .00756

5 .22896 - .00756

6 .23266 - .00843

7 .23637 - .00124

8 .24007 - .00386

9 .24378 0.0

Intersection point is at week 4.36631
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APPENDIX R

Category 14: Proportion Of Children Attending
Centers Who Are Four Years Old



Table R.1 Input Data For Category 14

aarlaalrdwriri....

Subsample Frequency Cummulative
Proportion

1 1673 ..39669

2 4319 .43975

3 2131 .40687

4 1271 .41729

3 1446 .41347

6 630. .41038

7 1944 .41300

8 785 .41172

9 4240 .42692

Total 18,439

Standard Deviation .49468

Table R.2 Regression Coefficients For Category 14

Coefficient Estimate Standard
Deviation

t -ratio

01 .43042 .00833 51.65050*

82 -.00031 .00169 - .16058

83 .00039 .00065 .59642**

13. -.00351 .00252 - 1.39439

* p < .05, df 18,438
** p > .05, retain Ho: Oo - 0

4

82
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Table R.3 Predicted Proportions For Category 14

Subsample Predicted
Proportion

Residual (From
Input Data)

1 .43011 - .03322

2 .42980 .00995

3 .42950 - .02263

4 .42919 - .01190

5 .42537 - .01190

6 .42576 - .01538

7 .42615 .01315

8 .42653 . - .01481

9 .42692 0.0

Intersection point is at week 10.06810



APPENDIX S

Category 14: Proportion Of Children Attending
Centers Who Are Five Years Old
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Table S.I. Input Data For Category 14

Subsample Frequency Cumulative
Proportion

1 1673 .19785

2 4319 .19509

3 2131 .19993

4 1271 .19502

5 1446 .18939

6 630 .19911

7 1944 .19085

8 785 .19346

9 4240 .18944

Total 18,439

Standard Deviation .39189

Table S.2 Regression Coefficients For Category 14

Coefficient Estimate Standard
Deviation

t -ratio

01 .19916 .00660 30.16860*

82 -.00224 .00134 - 1.66686

8, .00121 .00051 2.35901*

04 -.00339 .00200 - 1.69806

* p < .05, df 18,438 [reject Ho: E, - 0]



Table S.3 Predicted Proportions For Category 14

Subsample Predicted
Proportions

Residual (From
Input Data)

1 .19692 .00092

2 .19469 .00041

3 .19245 .00748

4 .19021 .00481

5 .18458 .00481

6 .18580 .00531

7 .18701 .00384

8 .18822 .00524

9 .18944 0.0

Intersection point is at week 5.98208
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APPENDIX T

Category 14: Proportion Of Children Attending
Centers Who Are Six To Twelve Years Old



Table T.1 Input Data For Category 14

Subsample Frequency Cumulative
Proportion

1 1673 .04782

2 4319 .06726

3 2131 .10144

4 1271 .09708

5 1446 .10166

6 630 .10227

7
1944 .09490

8 785 .09205

9 4240 .08737

Total

Standard Deviation

18,439

.28231

Table T.2 Regression Coefficients For Category 14

Coefficient Estimate Standard
Deviation

t -ratio

02 .06624 .00476 13.92930*

02 .00662 .00097 6.84825*

03 -.00249 .00037 - 6.71193*

04 -.00205 .00144 - 1.42338

* p < df 18,438 [reject He: Oa = 0]
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Table T.3 Predicted Proportions For Category 14

Subsample Predicted
Proportion

Residual (iron
Input Data)

1 .07287 - .02505

2 .07949 .01223

3 .08611 .01533

4 .09274 .00435

5 .09731 .00435

6 .09483 .00744

7 .09234 .00256

8 .08986 .00219

9 .08737 0.0

Intersection point is at week 4.77535
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APPENDIX U

Category 14: Proportion Of Children Ay :cnding
Centers Who Are Twelve Years Old Or -der
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Table U.1 Input Data For Category 14

Subsample Frequency Cummulative
Proportion

1 1673 .0203

2 4319 .(4.63

3 2131 .0256

4 1271 . .0243

5 1446 .0275

6 630 .0278

7 1944 .0241

8 785 .0247

9 4240 .0190

Total

Standard Deviation

18,439

.13579

Table U.2 Regression Coefficients For Category 14

Coefficient Estimate Standard
Deviation

t -ratio

82

83

of.

.01296 .00229 5.66456*

.00147 .0047' 3.15584*

-.00076 .00018 -4.25168*

.00173 .00069 2.50428*

* p < .05, df 18,438 [reject Has 8, 015 0]



92

Table U.3 Predicted Proportions For Category 14

Subsauple Predicted
Proportion

Residual Oros
Input Data)

1 .01443. .00587

2 .01589 .00041

3 .01736 .00824

4 .01883 .00547

5 .02203 .00547

6 .02127 .00653

7 .02052 .00358

8 .01976 .00494

9 .01900 0.0

Intersection point is at week 5.77814



93

APPENDIX V

Category 15: Average Hours
Open Daily (Monday - Friday)
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Table V.1 Input Data For Category 15

Subsample Frequency Cumulative
Mean

38 8.33

2 128 7.88

3 54 7.99

4 48 7.92

5 38 7.94

6 19 7.90

7 79 7.96

8 32 7.96

9 96 8.34

Total 532

Standard Deviation 2.73000

Table V.2 Regression Coefficients For Category 15

Coefficient Estimate Standard
Deviation

t -ratio

01 8.1?086 .29418 27.75530*

02 - .01728 .06176 - .27982

02 .05457 .02243 2.43297*

.03728 .08525 .43732

* p < .05, df am 531 [reject Has 81 0]
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Table V.3 Predicted Means For Category 15

Subsample Predicted
Mean

Residual (From
Input Data)

8.15358 .17642

2 8.13630 - .25630

3 8.11902 .12902

4 8.10174 - .18174

S 8.12174 - .18174

6 8.17630 .27630

8.23087 - .27087

8 8.28543 - .32543

9 8.34000 0.0

Intersection point is at week 4.48114



APPENDIX

Category 16: Average Daily
Attendance At Centers ( MondaySunday ) For Days Open
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Table W.I. Input Data For Category 16

Subsample

awzawarwmaseam+.1~1.1111Bli.mmilswwlmwowswilmemvolmiwamlmo

Frequency Cummulattve
Mean

1 37 34.49

2 127 30.76

3 53 30.47

4 35 29.52

5 32 29.70

6 18 29.54

7 77 27.28

8 30 28.96

9 92 30.23

Total

Standard Deviation

501

44.60000

Table W.2 Regression Coefficients For Category 16

Coefficient Estimate Standard
Deviation

t -ratio

Os 31.14040 4.59794 6.77269*

82 .81398 .93371 - .87178

Ss .54138 .38180 1.41796**

04 .99398 1.32711 .74898

* p < .05, df 500
** p > .05, retain Ho: 03 0
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Table W.3 Predicted Means For Category 16

Subsample Predicted
Mean

Residual (From
Input Data)

1 30.3264 4.16356

2 29.5125 1.24754

3 28.6985 1.77153

4 27.8845 1.63551

5 28.0645 1.63551

6 28.6059 .93413

7 29.1472 -1.86725

8 29.6886 - .72862

9 39.2300 0.0

Intersection point is at week 4.26663
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APPENDIX X

Category 19: Average Number Of
Working Mothers Per Center Whose Child(ren) Attends The Program
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Table X.1 Input Data For Category 19

Subsample Frequency Cumulative
Mean

1 39 24.08

2 128 17.32

3 56 17.14

4 49 15.69

5 39 15.83

6 20 15.80

7 79 15.23

8 33 14.73

9 97 16.90

Total 540

Standard Deviation 22.77000

Table X.2 Regression Coefficients For Category 19

Coefficient .Estimate Standard
Deviation

t -ratio

01 20.98880 2.45036 8.56558*

02 - 1.15601 .51514 -2.24408*

03 .09882 .18695 .52862**

By 1.29601 .71021 1.82482

* p < .05, df 539
** p > .05, retain Ho: B3 = 0
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Table X.3 Predicted Means For Category 19

Subsample Predicted
Mean

Residual (From
Input Data)

1 19.8327 4.24726

2 18.6767 -1.35673

3 17.5207 - .38071

4 16.3647 .67470

5 16.5047 - .67470

6 16.6035 - .80353

7 16.7024 -1.47235

8 16.8012 -2.07118

9 16.9000 0.0

Intersection point is at week 3.96718


